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Although artificial intelligence is already mainstream, experts

have only recently started looking into the short- and long-

term impacts of AI on human rights. Recently in 2018, artificial

intelligence was a key topic at RightsCon, a global conference

on the future of the internet hosted by Access Now.1 There we

worked with partners to draft and publish the Toronto

Declaration on protecting the rights to equality and non-

discrimination in machine learning systems.2 We then released

a report in November 2018, Human Rights in the Age of

Artificial Intelligence,3 as a preliminary scoping of the intersec-

tion of AI and human rights.

Now we apply the framework developed in our report to

examine the impacts of AI on human rights in the Australian

context. Our analysis builds on our existing work promoting

and defending digital rights in Australia.4 We argue that the

greatest human rights risks of AI in Australia stem from the

exacerbation of existing digital rights issues; specifically, an

ever-expanding domestic surveillance apparatus, and the use

of technology to further the marginalisation and targeting of

Indigenous Australians, socioeconomically vulnerable groups,

and migrants. These risks are compounded by Australia’s lack

of legal protections for human rights. Human rights violations
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facilitated by technologies such as AI often lurk under the

surface, and are easily institutionalised in the name of national

security, efficiency, and modernisation. Australia’s historic

approach to human rights protections — reliance on the inher-

ent rights-respecting aspects of its democratic system and a

highly politicised Parliament to pass relevant laws — is insuffi-

cient, and blind to the realities of the digital age. We conclude

with a series of urgent recommendations for the Australian

government to prevent and mitigate human rights harms facil-

itated by AI, both now and in the future.

Why human rights matter in the AI debate

Through the use of AI in algorithmic decision making, surveil-

lance, and the mere fact that AI is built on troves of personal

data, AI has created new forms of oppression that often dispro-

portionately impact marginalised groups. A human rights

approach can help mitigate such adverse effects, because “the

concept of human rights addresses power differentials and

provides individuals, and the organizations that represent

them, with the language and procedures to contest the actions

of more powerful actors, such as states and corporations”.5

The ethics discourse has largely dominated the discussion

about the societal implications of AI. Considering broad ethical

concepts such as justice, fairness, transparency and accounta-

bility allows for valuable debate about the role of AI in our

lives.6 However, human rights have a critical role to play. Not

only are human rights more universal and well defined than

ethics principles, but they provide for accountability and

redress. In this way, human rights and ethics can be mutually

reinforcing.7
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First, the problem with Australia’s approach to human
rights

Australia is the only Western democracy without significant

constitutional protections for human rights or a national

human rights charter. Rather, Australia has an incomplete

patchwork of human rights protections found in the Australian

Constitution8 and the constitutions of a few states and territo-

ries,9 common law, statutory law, and the inherent respect for

civil liberties built into a democratic system of government.10

Because there is no human rights charter, Parliament is

primarily responsible for creating federal human rights protec-

tions via legislation. It can even intentionally curtail rights via

legislation, and the High Court has little power to intervene.11

Unfortunately, Parliament has done little. There is a startling

lack of legal protection in Australia for the majority of interna-

tionally recognised human rights. And although Australia has

ratified nearly all the major international human rights

treaties, it often does not abide by their terms.12 While

Parliament did create numerous anti-discrimination laws and

adopt the Rome Statute of the International Criminal Court, it

has largely chosen not to enact human rights treaties into

domestic law.

The Australian Human Rights Commission, which oversees

Australia’s compliance with its international human rights

obligations, can hear complaints and resolve breaches of

federal anti-discrimination law. However, it has no broad legal

authority to act as an arbiter of human rights protections. Like

the international human rights system from which it stems, its

power lies in shaming the government to push for change.13
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The specific human rights risks of AI in Australia are in

many ways a continuation of existing threats to digital rights.

The lack of legal human rights protections has enabled the

erosion of certain digital rights, most notably the right to

privacy. In July 2018, Access Now released a report examining

Australia’s approach to human rights in the digital age. The

report concluded that Australia appears more than willing to

undermine human rights as it struggles to adapt to the

challenges of the digital era.14

Since 9/11, Australia is reported to have expanded its

surveillance laws and practices more than any other nation.15

Many of these powers exceed measures that are necessary and

proportionate to the security threats they seek to ameliorate.

They include requirements that telecommunications providers

retain customer metadata for access by law enforcement and

intelligence without a warrant or judicial supervision, laws that

facilitate mass surveillance of the Australian public, and most

recently, a law that undermines encryption by requiring tech

companies to change and adapt their tools and technologies to

law enforcements’ requests.16 Indeed, since 2009, Reporters

Without Borders has listed Australia as a “country under

surveillance”, alongside countries such as Egypt, Kazakhstan,

India, Russia and Turkey.17

Beyond its internal practices, Australia plays an important

international role in the respect for digital rights. As a member

of the “Five Eyes”, an intelligence-sharing partnership that

facilitates the distribution of information acquired through

surveillance, its surveillance regime has an impact far beyond

its domestic borders.18 Information collected under Australia’s

domestic surveillance laws is frequently handed over to other
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governments with a history of overreach and abuse.19 It also

has an oversized impact in the Asia Pacific region.

How AI impacts human rights in Australia

With this troubling digital rights landscape in mind, we now

examine the primary human rights impacted by AI in the

Australian context.20 The rights discussed are embodied in the

three documents that form the foundation of international

human rights law, the so-called “International Bill of Human

Rights”. These include the Universal Declaration of Human

Rights (UDHR), the International Covenant on Civil and

Political Rights (ICCPR), and the International Covenant on

Economic, Social and Cultural Rights (ICESCR),21 all of which

Australia has ratified. To these we add the right to data protec-

tion as defined by the EU Charter of Fundamental Rights.22 For

each human right we discuss how current and prospective uses

of AI and algorithmic decision making in Australia violate or

risk violating that right. We then discuss the extent to which

Australian law protects against potential rights violations.

Many of the human rights issues discussed below already

exist within the digital rights space, particularly in the use of

algorithmic decision making and other statistical systems.

However, the ability of AI to identify, classify and discriminate

magnifies the potential for human rights abuses in both scale

and scope. This is compounded by the inability to fully explain

the outputs of an AI system because they are too complex for

humans to understand. Additionally, the harms facilitated by

AI often disproportionately impact marginalised populations.

The historic marginalisation of these groups is reflected in the
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data used to train AI systems, and can result in outputs that

entrench these patterns.

Rights to privacy and data protection23

Privacy is a fundamental right that is essential to human

dignity, as it also enables other rights, such as the rights to

freedom of expression and association.24 Many governments

and regions now recognise a fundamental right to data protec-

tion. Data protection is primarily about protecting any

personal data related to you, and is closely tied to the right to

privacy.25

By its very nature, AI threatens the rights to privacy and data

protection. AI systems are trained through the analysis of huge

data sets. Data are also collected to create feedback mecha-

nisms that recalibrate and continually refine the AI model.

When this data is about people, it clashes with the rights to

privacy and data protection. Additionally, the analysis of data

using AI systems can reveal private information about people,

and can successfully re-identify individuals in a dataset that has

been stripped of any personally identifying information.26 Thus,

non-person data points become sensitive even if derived from

large datasets fed from publicly available information.

In Australia, the human rights most threatened by current

uses of AI are the rights to privacy and data protection. There

are two overarching reasons for this. First, the government’s

increasing institutionalisation of mass surveillance practices

and lack of legal protections against overreach mean there is

little to protect citizens against the government utilising AI to

expand and refine its surveillance apparatus.
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Second, the government has increasingly moved to

centralise information into large databases as part of its

broader initiatives to enable online government services, such

as the myGov platform. A number of these initiatives have

failed spectacularly, some with serious consequences for

ordinary Australians caught in the middle.27 The repeated

bungling of technology projects suggest the government has a

careless attitude toward privacy, and frequently fails to

consider the potential risks of throwing technology on top of

existing systems.28

With this in mind, the following cases represent major risks

to the rights to privacy and data protection in Australia.

The planned national facial recognition system

AI’s capacity to process and analyse multiple data streams in

real time has expanded the scope of mass surveillance around

the world, particularly though facial recognition systems.

Australia is looking to join a number of countries, from China

to the United Kingdom, in rolling out national facial recogni-

tion systems for public surveillance and law enforcement.29

Because these systems enable 24/7 monitoring of the general

population, they are neither necessary nor proportionate to the

goal of public safety or crime prevention, and therefore violate

the right to privacy.30 The planned Australian system, called

“The Capability”, would pool identification photos from

various State and Federal government sources into one

database, which would then be used to compare, via complex

algorithms, footage from the growing number of CCTV

cameras around the country.31
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The sale of cell phone location data to third parties

A 2018 investigation revealed that mobile provider Telstra was

selling customers’ location data to third parties without their

knowledge or consent. Telstra stated the use of the information

was consistent with its privacy policy, which states that

customers’ information could be shared with “our dealers, our

related entities or our business or commercial partners and

other businesses we work with”.32 Telstra also claims the data

is anonymised, and that they do not share any information that

“identifies or could reasonably identify a customer”.33

However, research has shown that location data alone can be

used to accurately estimate a person’s age, gender, occupation,

and marital status.34

Does Australian law protect against the risks to privacy
and data protection?

There is no affirmative right to privacy in Australia. Nor do

Australians have the ability to file a lawsuit against an individ-

ual, entity, or the government for a violation of privacy. And

while there is federal legislation related to privacy, it is full of

loopholes and is woefully inadequate to the unique risks to

privacy of the digital age.

The Privacy Act regulates the collection and use of personal

information via a set of “Privacy Principles” that apply to most

federal government agencies, as well as businesses and

nonprofits with annual turnover of over $3 million, with some

exceptions.35 It defines personal information as “information

or an opinion, whether true or not, and whether recorded in a

material form or not, about an identified individual, or an

individual who is reasonably identifiable”.36
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The Privacy Principles include a number of laudable provi-

sions, such as requiring entities to inform individuals why their

personal information is being collected, how it will be used,

and to whom it will be disclosed, allowing individuals the

option of not identifying themselves or using a pseudonym

(with exceptions), mandating the collection of personal infor-

mation “only if necessary”, allowing individuals to request

access to their personal information, as well as request the

information be corrected if inaccurate.

Nevertheless, the Privacy Act has a number of shortcom-

ings. First, it does not address the ability of AI to easily re-

identify information that has been de-identified. Information

in de-identified data sets does not qualify as personal informa-

tion according to the definition, and therefore is not subject to

any of the protections stipulated by the Privacy Principles.

Second, there is no requirement for entities to obtain consent

prior to collecting personal information.

This removes the right of individuals to decide whether or

not they are comfortable with the entity’s disclosed use of their

data. Third, it does not apply to state or territory governments,

although some states have passed their own privacy legisla-

tion. Fourth, it does not address the privacy threats of govern-

ment surveillance. Although the Privacy Act covers the

Australian Federal Police and CrimTrac, it does not cover most

law enforcement and intelligence agencies, which arguably are

the entities most likely to commit major breaches of privacy.

Further, where it does apply to law enforcement agencies there

are many exemptions and carve outs that allow for near limit-

less data collection.37 And finally, the Privacy Act only provides

for limited civil redress via a complaints mechanism overseen
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by an Information Commissioner.38 These gaps make the

Privacy Act nearly useless in protecting Australians against the

privacy and data protection risks posed by AI.

The Data Sharing and Release Act

One new piece of legislation would erode the already weak

Privacy Act even further. As part of its modernisation efforts,

the Australian government would like to be able to capitalise

on all the data it collects.39 The Data Sharing and Release Act,

introduced in Parliament in mid 2018, seeks to make it easier

for government agencies to share data with each other, allow-

ing any government entity to access any and all the informa-

tion the government holds about you, and also permitting the

government to share data with “trusted” third parties and

researchers.40 While it is certainly good to use data analysis to

create evidence-based policy, the proposed law includes no

meaningful privacy and security protections.

Currently, such use of individuals’ data potentially conflicts

with the hundreds of existing data confidentiality provisions

across existing Australian law, including the Privacy Act and

the Privacy Principles. However, if passed, the Data Sharing

and Release Act would override any conflicting legislation for

both government and non-governmental entities alike.41

Additionally, the bill would instate data sharing by default.

There would be no ability for Australians to opt out of having

their data shared across the government and with third

parties.42 With this bill, the government is clearly communicat-

ing its view that your data belongs to them, as well as continu-

ing carelessness in its approach to risk management of

technology projects.
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Rights to freedom of expression, assembly 
and association43

Governments around the world have begun passing laws

requiring internet companies to quickly remove problematic

content, such as terrorist propaganda, hate speech, and so-

called “fake news”.44 In the wake of the 2019 New Zealand

mass shooting, Australia passed a law making content

providers criminally liable if they fail to remove “abhorrent

violent material expeditiously”.45 To comply with laws that

demand quick removal in the face of steep penalties, compa-

nies have increasingly turned to AI to detect and automatically

remove such content.

Despite the good intentions of these laws, they ultimately

push companies to censor legitimate speech. Because the AI

used to moderate content is imperfect, legitimate content is

often mistakenly removed while not all problematic content is

caught.46

Violations of the right to privacy have a chilling effect on

free expression. When people feel they are being watched, or

have been stripped of anonymity, they self-censor and alter

their behavior. AI-powered surveillance only exacerbates this

effect, which will have serious repercussions for freedom of

expression.47 The planned national facial recognition system

thus poses a major threat. For example, if used in public spaces

to identify individuals at a protest, it could have a significant

chilling effect on assembly, as many people rely on anonymity

to feel safe gathering in public to express their views. This is

compounded by the worrying trend of state and territory

governments proposing anti-protest laws. These laws generally
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include vague and poorly defined offenses, excessive police

powers, harsh penalties, and the prioritisation of private sector

interests over the right of individuals to protest.48

Does Australian law protect against the risks 
to expression, assembly and association?

Freedom of political expression and assembly are two of the

few constitutionally protected rights in Australia. The High

Court has ruled that “freedom of political communication”

includes both verbal and non-verbal communication, such as

public demonstrations and protests. It has also ruled that laws

that severely restrict political communication are constitution-

ally invalid.49

It is unclear if those protections are sufficient to address the

largely indirect threats posed by using AI for surveillance of

protests. This is because surveilling of public demonstrations

does not constitute a legal restriction of these rights. Therefore,

the question of whether or not AI-enabled surveillance

infringes upon the right to political communication will likely

have to be litigated in the courts.

Rights to liberty and security, equality before the
courts, a fair trial50

AI is increasingly utilised in criminal justice systems around

the world, and Australia is no exception. The use of AI in this

context often occurs in two different areas: criminal risk assess-

ment — evaluating whether or not a defendant is likely to

reoffend in order to recommend sentencing and set bail — or

so-called “predictive policing”, using insights from data to

predict where and when crime will occur and direct law
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enforcement action accordingly.51 These tools are often

created with good intentions. For example, to address the

human bias of judges by providing them with “objective”

suggestions based on data, or to better allocate scarce police

resources. However, they often end up entrenching the very

social biases they are designed to solve.

Criminal risk assessment software is pegged as a tool to

merely assist judges or law enforcement. However, by rating a

person as high or low risk of reoffending, they attribute a level

of future guilt, which may interfere with the presumption of

innocence required in a fair trial. 52 Reports suggest that judges

know very little about how risk-scoring systems work, yet many

rely heavily upon the results because the software is viewed as

unbiased.53 When they use these tools, government officials

essentially hand over judicial decision making to the private

vendors who developed them. The engineers at these vendors,

who are not elected officials, use data analytics and design to

code policy choices often unseen by both the government

agency using the software and the public. When individuals

are detained or given certain sentences for reasons they will

never know and that cannot be articulated by the government

authority charged with making that decision, trials may not be

fair, there may be no equality before the law, and these rights

may be violated.

Criminal risk assessment in New South Wales

New South Wales police have used such a tool in the policing

and management of individuals as young as 11 years old. The

“Suspect Targeting Management Plan” (STMP) is both a risk

assessment tool that predicts the likelihood a person will
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become a repeat offender, as well as a targeted predictive

policing program meant to increase police contact with “high-

risk” potential offenders to deter them from committing

crimes. People entered into STMP are nominated by police,

but the criteria for nomination are not publicly available. The

system then calculates how likely the person is to commit a

crime by classifying them into categories of extreme risk, high

risk, medium risk, or low risk.54 An investigation by the Youth

Justice Coalition found that STMP disproportionately targets

young people, and particularly Indigenous youth, who made

up 44% of STMP targets.55 Researchers were unable to obtain

data about how an individual’s risk category is determined.

However, the operation of the system is likely to create a

negative, self-reinforcing feedback loop that ultimately results

in Indigenous youth becoming increasingly targeted by police.

This only exacerbates existing inequities in policing and incar-

ceration.

Currently, Indigenous Australians make up over 25% of

the prison population, despite being only 2% of the total

population.56

Risk assessment for asylum seekers at the border

In 2017, the government began using a risk assessment tool to

assess the security risk posed by immigrants, from asylum

seekers to those overstaying their visas, in immigration deten-

tion centres around the country. According to a spokesperson

for the Department of Immigration and Border Protection, the

Security Risk Assessment Tool (SRAT) uses information about

the detainee’s behaviour both during and prior to detention, as

well as factors such as age and health. The risk score is then
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used to determine what detention facility they are sent to,

whether they require physical restraints, and whether they are

allowed certain privileges. Immigrant rights advocates stated

that the determinations of the system could not be challenged,

and also complained it does not take mental health issues into

account.57 In a report following a visit to a detention centre, the

Human Rights Commission found significant variation in the

background and circumstances in detainees labeled as high

risk, suggesting the software does a poor job of truly assessing

security risk and may actually result in danger to detainees.58

Facial recognition in law enforcement

Law enforcement around the world is incorporating facial

recognition into policing, and if the national facial recognition

system known as The Capability is established, Australian

police will likely follow suit. If broadly deployed, facial recogni-

tion software within law enforcement raises the risk of unlaw-

ful arrest due to error and overreach. Currently, even the most

accurate facial recognition systems do not perform as well on

darker skinned faces.59 Given the error rates of current facial

recognition technology, these inaccuracies could lead to

increased wrongful arrests due to misidentification, exacer-

bated by the lower accuracy rates for non-white faces.60

Does Australian law protect against the risks to liberty,
security, equality for the law and fair trial?

Most of Australian law governing security and detention is

embedded in the criminal code. There are many laws that may

allow arbitrary detention related to terrorism.61 Section 189 of

the Migration Act 1958 requires unlawful non-citizens in the
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migration zone to be placed in immigration detention.62

Treatment of detainees is not prescribed by law, but rather is

part of the internal instructions of the Department of

Immigration and Citizenship, which provide guidance regard-

ing the treatment of people in immigration detention under

the Migration Act 1958.63 There are therefore likely no legal

protections that address risk assessment in immigrant deten-

tion centers.

There is also no right to a fair trial specified by law. Section

80 of the Constitution provides for the right to trial by jury;

however, this is more of a procedural mechanism as it does not

specify the nature of this right. Rather, fair trial procedures are

built into the criminal procedures of the federal court.64

Additionally, Australian law contains conflicting provisions

regarding the presumption of innocence. Section 141 of the

Evidence Act 1995 provides that in a criminal proceeding, the

court is not to find the case of the prosecution proved unless it

is satisfied that it has been proved beyond reasonable doubt.

Yet it also provides that the defendant’s case is proven on the

balance of probabilities.65 This creates an uncertain landscape

for legal protection against, for example, criminal risk assess-

ment that violates the right to a fair trial.

Rights to equality and non-discrimination66

Discrimination is inherent in many current uses of AI. The

models are designed to sort and filter, whether by ranking

search results or categorising people into groups. This discrim-

ination becomes problematic when it treats different groups of

people differently. Sometimes this is justified; for example, in

the case of affirmative action programs in universities.
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However, other uses of AI are not. This discrimination is often

the result of some form of bias in systems that perpetuate

historical injustice in everything from prison sentencing to

loan applications.

The use of the STMP likely violates the right to non-

discrimination because it disproportionately targets

Indigenous youth. Proponents of criminal risk assessment

systems often justify them by alleging they are less discrimina-

tory than human judges or police, and therefore result in more

balanced outcomes. However, it is dangerous to assume that

just because AI might be more accurate or less discriminatory

than humans, it is necessarily “good”. This view risks simply

institutionalising machine bias under the guise of objectivity.

Additionally, Australia’s national facial recognition system

also risks undermining the right to non-discrimination.

Because facial recognition is less accurate for darker skinned

faces, it misidentifies those faces more often than white faces.

When used in a law enforcement or security context, this could

result in more Indigenous Australians being mistakenly

targeted by law enforcement.

Does Australian law protect against the risks
to equality and non-discrimination?

The right to non-discrimination is well protected under

Australian law. It is the only case in which Parliament elected

to enact domestic legislation to implement its obligations

under the various UN treaties.67 These include the Racial

Discrimination Act 1975, the Sex Discrimination Act 1984, the

Disability Discrimination Act 1984, and the Age Discrimination

Act 2004. All Australian federal anti-discrimination laws are
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enforced through a two-step process: first, an individual lodges

a complaint with the Human Rights Commission, which will

investigate and attempt to resolve it via conciliation. A small

percentage of cases then move to adjudication in the federal

courts.68 The robustness of Australian anti-discrimination law

and its general compliance with international anti-discrimina-

tion law allows the Human Rights Commission to take a

leading role in uncovering and dealing with discrimination

issues. This will be particularly important related to potentially

discriminatory uses of AI, because often individuals are

unaware that an automated system is being used to inform

decision making in discriminatory ways.

How should Australia address the human rights risks of
artificial intelligence?

Given problematic legislation such as the Data Sharing and

Release Act and the Identity Matching Services Bill, which

would enable the national facial recognition system, Australia

should act swiftly to deal with near-term human rights harms

of AI, as well as prevent the long-term erosion of human rights.

Because Australia lacks constitutional protections for human

rights, the government should provide robust legal protections

and procedural standards that address the risks posed by AI. AI

is often used to replace or augment already opaque govern-

ment decision-making processes, and individuals are often

unaware AI is being used in ways that impact their lives. This is

exacerbated by the fact that many of the human rights risks of

AI are not obvious to the layman. Without appropriate action,

Parliament and the Australian government are on track to use

AI in ways on par with the world’s leading surveillance states
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and that perpetuate historic injustices against indigenous

Australians.

The following recommendations, some of which Access

Now made in its reports on human rights in the age of artificial

intelligence and on the state of digital rights in Australia,69

would substantially mitigate the most detrimental potential

impacts of AI on Australian society.

1.  Immediately repeal the Data Sharing and Release Act and

the Identity Services Bill. Both bills ignore the high likeli-

hood of human rights violations, and risk institutionalising

mass, unchecked public surveillance if they are passed.

2. Conduct a comprehensive inquiry into the impacts of AI

and automated decision making on Indigenous Australians,

with a view to ensuring such technologies are used to

benefit, rather than harm, indigenous communities.

3. Adopt the International Principles on the Application of

Human Rights to Communications Surveillance.70 The inser-

tion of AI into Australia’s unchecked expansion of domestic

surveillance is perhaps the single biggest threat to the rights

of Australians. Abiding by these principles would check the

worst abuses, and enable the government to protect national

security without infringing upon human rights.

4. Update the Privacy Act and Privacy Principles to provide

Australians with affirmative rights to privacy and data

protection, and address the unique risks posed by AI. First,

without a right to privacy, there is too much gray area that

allows entities to creep into privacy violations. Second,

comprehensive data protection legislation, like the GDPR in
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the EU, can anticipate and mitigate many of the human

rights risks posed by AI. Because data is the engine of AI, any

law that mandates protection of personal data will necessar-

ily implicate AI systems. Particularly helpful provisions

include adopting and implementing the data minimisation

and purpose limitation principles and establishing clear legal

basis for collecting and processing data, including opt-in

consent. Access Now has a detailed guide on how to create a

data protection framework that respects human rights.71

5. AI and automated solutions for government services should

always include meaningful human control and accountabil-

ity mechanisms. Due to the sensitive nature of government

services, it is inadvisable to migrate them to a fully

automated systems, such as the Centrelink expansion from

2016, which has had a detrimental impact on vulnerable

groups. As leading experts have pointed out, such develop-

ments “breach principles of ethical administration regarding

avoidance of oppression of vulnerable and uninformed

citizens”.72

6. Develop high standards for government use of AI.73 AI

systems for government often implicate value judgments

that are necessarily linked to the political process in free

and democratic systems. For this reason, and the ability of

government to directly deprive people of their liberty, there

should be high standards for public sector use of algorith-

mic decision making in general. We recommend referring

to Access Now’s report, Human Rights in the Age of

Artificial Intelligence, for the specifics.74 These include:
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a) Adhere to open procurement standards.

b) Conduct human rights impact assessments.

c) Establish strong requirements for transparency and

explainability.

d) Establish accountability and procedures for remedy.

Access Now defends and extends the digital rights of users at

risk around the world. By combining direct technical support,

comprehensive policy engagement, global advocacy, grassroots

grantmaking, and convenings such as RightsCon, we fight for

human rights in the digital age. https://www.accessnow.org/
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